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Abstract 

 
Gene mutations are the most important reason of cancer diseases, and there are different kind of causing genes across these 
diseases. RNA-Seq technology enables us to allow for gathering information about many genes simultaneously; hence, RNA-
Seq data can be used for cancer diagnosis and classification. In this study, RNA-Seq dataset for renal cell cancer is analysed 
using three different developed classification methods: random forest (RF), artificial neural network (ANN) and deep learning 
(DL). The genes in our dataset are related to the following cancer types: kidney renal papillary cell, kidney renal clear cell and 
kidney chromophore carcinomas. It suggests that the DL method gives the highest accuracy rate compared to RF and ANN for 
95.15%, 91.83% and 89.22%, respectively. We believe that the results acquired in this study will make a contribution to the 
classification of cancer types and support doctors in their processes of decision making. 
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1. Introduction 

Cancer is primarily a genetic disease which is widespread in our daily life. Generally, it starts with a 
series of mutations on a single cell that becomes an abnormal cell. Then, the abnormal cell divides 
uncontrollably and can spread throughout the tissues, organs or body. Gene mutations associated 
with cancer can be inherited from parents or they can be occurred through somatic mutations. 
Diagnosis and classification of cancer by the gene expression has great importance at this point. Gene 
expression is the process that contains the necessary information for the formation of a gene. Gene 
expression shows the activation status of a gene during making a protein. By analysing these 
expressions, scientists can reach very useful information about the cancer. Microarray is one of the 
most well-known tools which used in the laboratory for detecting the expression of many genes at 
same moment. The data which is gathered from microarrays can be used for diagnosis and 
classification of human cancer [17]. 

More recent technology used for detecting the gene expressions is RNA-Seq, and it has been found 
that the RNA-Seq technology has a few main advantages over the microarray technology, so that the 
RNA-Seq technology has started to become the major principle and commonly-used in gene-
expression research studies [18]. [26] used the support vector machines (SVM) for the analysis of 
RNA-Seq data for detecting different cancer types. RNA-Seq data has a big dimensionality with many 
genes. During the diagnosis of cancer, most of the genes are not relevant. For example, in human 
genome, there are nearly 25,000 coding genes and 291 of them observed that caused to cancer [5]. 
This study showed that the number of genes can be minimised for using the classification or diagnosis 
of cancer. There are different methods for feature selection and one of them is wrapper method. In 
this study, wrapper method was used as feature selection method and applied on RNA-Seq dataset to 
reduce the number of genes and to find out the most effected genes for cancer diagnosis. 

In the literature, several studies which have analysed gene expression datasets by using microarray 
and RNA-Seq technology. [10] applied three different classification algorithms to four different cancer 
microarray datasets. DT, SVM and k-nearest neighbours were applied as the classification algorithm, 
while hepatatox, colon cancer, lymph cancer and leukaemia microarray datasets were analysed. At the 
end of that study, DT method on leukaemia data yielded the highest accuracy rate of 96.6%. In 
another study, leukaemia, brain tumour, prostate and colon cancer datasets were analysed with four 
different classification algorithms [7]. Firstly, gene selections were made in datasets before 
classification algorithms were applied. Datasets were divided into subsets of 5, 10, 20, 50and 100 
genes. Lastly, classification algorithms were applied and it was found that Naive Bayes algorithm 
achieved 91.1% accuracy rate on colon cancer. There also exist a few studies using RNA-Seq datasets 
in the literature because it is more recent compared to microarray technology. Tran, Ho, Pham & 
Satou (2011) have focused their work on microRNA (miRNA) data. Using the microarray data set used 
by [12], they classified samples as tumours and normal cells. This dataset has 223 samples with 151 
miRNA properties. In that study, SVM with three different kernel types, including Linear, Polynomial 
and RBF were used on the dataset. As a result of performed classification with RBF, Linear and 
Polynomial kernel types have revealed an accuracy rate of 92.00%, 95.00% and 93.00%, respectively. 
[25] applied 17different classifier algorithms to four different RNA-Seq datasets including the cervical, 
Alzheimer’s, renal cell cancer (RCC) and lung cancer RNA-Seq datasets, SVM and random forest (RF) 
gave the best accuracy. At the end of that study, SVM is found to be most successfully with an 
accuracy rate of 93.5% for RCC and 94.8% for lung cancer. [21] presented his own tool which named as 
Single Cell Net for the classification of single-cell RNA-Seq data. This tool compared favourably to 
other methods in sensitivity and specificity. [1],  developed scPred as a new method can be used 
classification of RNA-Seq dataset using combination of unbiased feature selection and machine-
learning based prediction method. A semi-supervised deep learning (DL) method used by [24] for the 
cancer prediction using RNA-Seq dataset. They developed a stacked sparce auto-encoder (SSAE) based 
method then SSAE tested on three different cancer RNA-Seq dataset, and it shown that the developed 
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method has better classification performance in various metrics. In the present study, we have 
analysed the same RCC RNA-Seq dataset. 

In the present study, machine learning algorithms including RF and ANN are selected and 
implemented for the purpose of comparison for their accuracies and performances to our proposed 
DL algorithm for the analysis of RCCRNA-Seq dataset. A feature selection method specifically wrapper 
method is applied on this dataset before applying the classification methods above.  

2. Renal cell cancer (RCC) RNA-Seq cancer dataset 

RCC which is an RNA-Seq dataset provided by the cancer genome atlas (TCGA) [20].There are many 
datasets for researchers to study, download and analyse in TCGA which is a comprehensive 
community resource platform. There are 1,020 RCC samples with 20,531 RNA transcripts for each 
sample in dataset which is taken from TCGA. This RNA-Seq data has 606, 323 and 91 specimens from 
the kidney renal papillary cell (KIRP), kidney renal clear cell (KIRC) and kidney chromophobe 
carcinomas (KICH), respectively. These three types of cancers are most known subtypes of RCC 
(account for nearly 90%–95% of the total malignant kidney tumours in adults) and separated as three 
different classes in this study [6]. 

Table 1. RCC dataset 

Dataset Number of samples Number of genes Number of Samples (each class) Provided platform 
RCC 1,020 20,531 KIRP KIRC KICH The cancer 

genome atlas 606 323 91 

3. Methods 

In this section, feature selection methods, classification algorithms and evaluations methods of 
results are explained in detail. 

3.1. Feature selection 

When applying artificial intelligence to a problem, the most important process is to create a 
suitable model for the problem. One of the most important factors affecting the model’s prediction 
process is the number of input elements. Feature selection is the process of decreasing the number of 
input elements. Feature selection is very important because the high number of input variables 
increases the calculation cost and time of the model and causes the performance to decrease. In this 
study, wrapper method was used to reduce the number of genes. 

3.1.1. Wrapper method 
Wrapper method is a feature selection method. It is used for creating last version of algorithm 

which will be used make a final classifier for feature subset selection. Therefore, A is a classifier and S 
is a feature set, then wrapper method looks for in the subset domain of S and trained classifier A is 
tested on each subset. Then, results are compared using by cross-validation method.  
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Figure 1. Wrapper method algorithm 
 

Wrapper method is more computationally expensive than other feature selection techniques; 
however, it is better to have a good bias which is suitable for learning algorithm and it provides a 
better performance. 

3.2. Classification 

Classification is the process of separating the elements of a given data set according to its category. 
The classification process can be applied on both structured and unstructured datasets. The purpose 
of the classification is to find out which class a data is in. The class is generally called the target, tag or 
category. The classification model is used to find out which class the input data belongs to. The 
purpose of using the model here is to use it in the classification of new data that will come later. In 
this study, it is aimed to classify the data by using DL algorithms. 

3.2.1. Random forest 
The first studies about RF has been presented in the University of California by [3]. It is created 

from many other different and completely independent classifiers (decision tree). Given a test data as 
input to the new classifier can be classified according to the ranking of results from every different 
classification. 

 
Figure 2. RF Algorithm 

 
RF is occurred with a huge amount of decision trees. The randomness is the most important 

operation with choosing of examples subset and feature subset for creating a RF. It is very important 
to making independent decision tress, decreasing classification success and have better generalisation 
skills [3]. The random operation is used to have training subset from original examples with bagging 
method. This process is important for providing the independence of every preparation subset. The 
selected feature subsets are used as a training dataset. Rating of all features with respect to 
importance and results of every training results can affect the final decision. N variable is very critical 
for RF because of strengthless and correlation. Strengthless and correlation can be changed for a 
better result with the value of N. The advantage of random operation in RF is increasing the accuracy 
of classifier. It is very fast to create a single decision tree and RF uses the parallel use of these decision 
trees which decrease the classification time. 



Simsek, N. Y., Haznedar, B. & Kuzudisli, C., (2020). A comparative study of different classification algorithms on RNA-Seq cancer data. New Trends 
and Issues Proceedings on Advances in Pure and Applied Sciences. (12), 024–035.   

 

28 

3.2.2. Artificial neural networks 
Artificial neural networks (ANNs) are adaptive nonlinear data processing systems which merge 

many processing units with a series of features such as self-organising, self-adapting and real-time 
learning [16]. Studies on the ANNs have been significantly increased from 1980s and ANNs are applied 
to many problems in different areas. Many problems have occurred while studies on ANNs were 
increasing. For example, structure and parameter choice of the networks, dataset selection for 
training, stating the initial values are the some of these problems. 

 
Figure 3. Structure of ANNs 

 
The ANNS are used training dataset for learning process. It iteratively changes the values of weights 

to reach the desired output values. There are three main learning types in ANNs, these are supervised, 
unsupervised and reinforcement learning. The basic idea at behind of supervised learning is comparing 
the actual and desired result. Back propagation and other optimisation algorithms are used for 
decreasing error in result with iteratively adjust the weights. Reinforcement learning is separated from 
other supervised learning because it just checks actual output is correct or not. Finding the best 
correlation of the input data is the basic principal of unsupervised learning. There is just finding a rule 
for updating weights. 

3.2.3. Deep learning 
DL is a branch of machine learning and uses computational models which are formed of multiple 

processing layers to learn representations of data with high-level of abstraction. Very complex 
functions can be learned with sufficient combination of such transformations. For classification tasks, 
higher representation layers strengthen aspects of input that are important for discrimination and 
suppress irrelevant variations. One of the potentials of DL is changing manual features with effective 
algorithms for unsupervised or semi-supervised feature learning and hierarchical feature extraction 
[13]. 

Despite the best suggestions of artificial intelligence, DL is making great progress in problems that 
cannot be solved for years. DL has seemed to be master at solving very complex problems and high-
dimensional data for various fields such as science, business and government. Additionally, it has 
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better results and performance than other artificial intelligence methods at image and speech 
recognition [19], [22] studies about drug molecules [15], analysing particle accelerator data [4], 
reconstruction of brain circuits [8] and prediction of mutation effects in non-coding DNA on gene 
expression and disease [23].  

 
Figure 4. Neural networks vs DL architecture 

 
There are different types of DL architectures, such as deep neural networks, deep belief networks, 

recurrent neural networks and convolutional neural networks. In this study, a deep neural network 
model proposed with different optimisers. Next section gives the basic architecture of deep neural 
network. 

3.3. Deep neural network architecture.  

A Deep Neural Network (DNN) is in fact an artificial neural network (ANN) with several hidden 
layers of units across the input and output layers [14]. DNN can also get model of complex non-linear 
relationships like ANN. DNN have the extra layers which allows feature combinations from lower 
layers. Hence, DNN have more capability to create models for complex data with less units than 
networks designed similarly [2]. DNN are generally aimed to function as feed forward networks and it 
can be discriminatively trained with the standard back-propagation algorithm. Stochastic Gradient 
Descent is used to update weights with the following Equation (1): 

𝑤𝑖𝑗(𝑡 + 1) =  𝑤𝑖𝑗(𝑡) +  𝜇
𝜕𝐶

𝜕𝑤𝑖𝑗
     (1) 

Where µ denotes the learning rate and C represents the cost function. The selection of the cost 
function is dependent on parameters like the learning model (supervised, unsupervised etc.) and the 
activation function. For instance, given that supervised learning is applied on a multiclass classification 
problem, soft max function can be chosen as the activation function and cross entropy function can be 
used as the cost function. The soft max function can be described as 

𝑃𝑗 =
exp (𝑥𝑗)

∑ 𝑒𝑥𝑝 (𝑥𝑘)𝑘
       (2) 
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here, 𝑃𝑗 represents the probability of class (output of the unit j) and 𝑥𝑗 and 𝑥𝑘 represent the total 
input to units j and k, respectively, of the same level. Cross entropy (cost function in supervised 
learning on multiclass classification problems) is formulated as 

𝐶𝑟 =  ∑ 𝑑𝑗 𝑙𝑜𝑔 (𝑃𝑗)𝑗       (3) 

where 𝑑𝑗 represents the target probability for output unit j and 𝑃𝑗 is the probability output for j 
after applying the activation function [9]. 

DNN-based regression is a good classifier which is able to learn features grabbing geometric 
information too. DNN eliminates the limitations in creating a model in terms of obtained parts and 
their relations and this contributes to learning a wide range of objects. The model comprises of 
multiple layers and each has a rectified linear unit for non-linear transformation. Some of the layers 
are convolutional, whereas others are fully connected and these convolutional layers have an extra 
max pooling. The network is trained in order to reduce L2 error to predict the mask ranging over the 
whole training set including bounding boxes represented as masks [9]. 

In this study, the model developed using these advantages of DL will be compared with other 
classical artificial intelligence methods. 

3.4. Evaluation methods of classification results 

3.4.1. Mean absolute error (MAE) 
The MAE finds the average magnitude of errors in a series of estimates, regardless of their 

direction. It calculates the accuracy for continuous variables. The equation can be found in library 
references. The MAE is the average of the absolute values of the differences between the estimate 
and the coincident observation relative to the validation example. MAE is a linear score; this means 
that all individual differences are on average equal weight. 

The MAE is given by: 

MAE =
∑ |𝑥𝑖 − 𝑦𝑖|𝑛

𝑖=1

𝑛
 

The MAE is an average absolute value of errors |𝑥𝑖 − 𝑦𝑖|, where 𝑥𝑖 is the prediction and 𝑦𝑖 is the 
target value. 

3.4.2. Root mean squared error (RMSE) 
RMSE is a quadratic scoring principle which also calculates the error’s average magnitude. It is the 

square root of the mean differences in squares between prediction and real observation. 

The MAE is given by: 

RMSE = √
∑ (𝑥𝑖 − 𝑦𝑖)2𝑛

𝑖=1

𝑛
 

The root mean square error is shown above, where 𝑥𝑖 represents the prediction class and 𝑦𝑖  
represents the result of truly classified values. RMSD is a measure of truthiness that used for compare 
prediction errors of different models. It compares these errors not between datasets because it 
depends on the scale [11]. 
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4. Results 

In this section, wrapper method was used for the gene selection. There were 20,531 genes in one 
sample, and it was computationally very expensive to train it. Some of these genes were common in 
each sample and they had no effect on classification. Python programming language was used on 
Tensor Flow environment for applying a correlation method for genes. RF Regress or was used as the 
estimator in the training model. Dataset was divided into training set and test set. Eighty percent of 
dataset was used for training and 20% for testing. K-fold cross validation value was taken as 5 to 
increase the dataset variance. After running the program, the best suited 50 genes were selected for 
classification are shown in Table 2. 

Table 2. Selected genes for RCC 

ACBD7 CLDND2 LDLR OBSCN RGS22 
ADAMTS18 CORO7 LOC283663 OR52W1 SCD 
ADCY8 DENND1A LOC285735 OTOP2 SNORD111B 
C20orf96 EN2 LOC650293 PER4 SNX10 
C2orf61 FABP7 MAP1B PGBD1 SPIN2B 
C2orf83| GPR133 MCART6 PIP5KL1 TCEB3C 
C6orf223 GPR144 MOS PISD TREML1 
CCL7 HIST1H2BA NACA2 PLAC1 WASF1 
CCND2 KCNH4 NAMPT PRSS42 WDR64 
CCNO KLB NLRP10 PSMG1 ZFAT 

 
After gene selection, classification algorithms were applied on RCC dataset. Firstly, classical 

algorithms were applied and then the results were obtained with DL method. Classical methods used 
were RF and ANNs. Afterwards, DL was applied and all these results were compared in Table 3. 

As stated, the RF algorithm was applied firstly. Seventy percent of the dataset was reserved for 
training and 30% for the test. Initially, the number of trees was randomly assigned to 100. Then, the 
model was applied on the train set and then tested. As a result of the test, the model reached an 
accuracy rate of 91.83%.After classification, MAE value and RMSE were calculated. MAE value was 
calculated as 0.09 and 0.33 for RMSE.  

After RF, the ANNs have been applied to RCC dataset. Similarly, dataset was split into 70%–30% for 
training and test, respectively. As a result of training and testing with ANNs, an accuracy rate of 
89.22% was obtained. MAE value was calculated as 0.12 and 0.39 for RMSE. 

Finally, our developed DL model was applied on RCC dataset. A sequential Keras model was used 
for DL model with three hidden layers. RMS Prop was selected as optimizer and Dropout was assigned 
as 0.5. Dataset was split into training and test. Seventy percent of our dataset was reserved for 
training and 30% for the test. Then, our model was trained and tested. Our DL model reached 95.15% 
accuracy rate with 0.07 MAE and 0.19 RMSE values. After application of these methods, results we 
represented in Table 3. 

Table 3. Comparison of results for RCC dataset 

Classifier MAE RMSE Test accuracy 
RF 0.09 0.33 91.83% 
Artificial Neural Networks 0.12 0.39 89.22% 
DL Model (RMSProp) 0.07 0.19 95.15% 

 
Accuracy rates, MAE and RMSE of these three methods are shown in Figures4–6, respectively.  
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Figure 4. Accuracy results 

 
Figure 5. MAE results 

 
Figure 6. RMSE results 
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5. Discussions 

In this study, the performance of DL and classical artificial intelligence algorithms’ performances 
were compared by using RCC RNA-Seq dataset. It is shown that DL algorithms are more successful 
than RF and ANN for classification of RNA-Seq dataset. Three different evaluation criteria including 
test accuracy, MAE and RMSE used for the comparison of results and developed DL method reached 
the highest values. When results are compared with the study in the literature [1],  [21], [22], [24], 
[25], developed DL method outperforms the all other methods in various metrics. In addition, applied 
feature selection method before classification shows that these 50 different genes are the most 
affective genes in human genome for RCC. 

6. Conclusion 

Cancer is one of the fatal diseases in our lives. Every year, millions of people are dying because of 
cancer and millions are diagnosed with cancer. In addition, time of cancer diagnosis plays a crucial role 
in the treatment. Microarray and RNA-Seq technology provide gene expression of many genes 
simultaneously and help us to understand which genes correspond to a disease. Therefore, RNA-Seq 
datasets can be used for diagnosis and classification of cancer diseases. These datasets can be used in 
machine learning and DL to create a decision support system for doctors during the cancer diagnosis 
and classification. In this study, we developed a DL model, ANN and RF model and then compared 
them. 

Our results in Table 3 show that our DL model gave the best result among the classification 
algorithms applied after gene selection on RCC RNA-Seq data. While the DL model provided a success 
rate of 95.15%, the second closest result was obtained by RFs method with 91.83%. Training and test 
success rates can also be increased by using more datasets. Thus, the resulting reliability of the 
obtained system can be increased. In this study, RCCRNA-Seq dataset has been successfully used to 
make the decision support system. In conclusion, the cancer classification methods, which were 
proposed in this study, gave better results than previous studies. It is shown that these methods can 
be used for further analysis of RNA-Seq data for specific cancer types. 

7. Recommendations 

The RNA-Seq data we collected was limited for a comprehensive analysis of gene expressions and if 
more data is provided, a deeper insight into diseases classification could be gained. In addition, only 
wrapper method was used as feature selection in this study. However, there are alternative 
approaches such as Filter and Embedded methods and studying all these methods together could 
provide a better understanding of comparative results.  
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